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ABSTRACT

In this paper, we present a complete optimal formulation of a network traffic control scheme with embedded traffic flow models (platoon dispersion) in the form of arc-flows is a time-expanded network. The integer-linear network-programming formulation is solved using a modified network simplex and branch and bound scheme. The results of comparing the solutions to other actuated controls are discussed here. The platoon dispersion model used is the well-known Robertson's model, which forms linear constraints. Thus it is a rare example of a traffic simulation being analytically embedded in an optimization formulation. The formulation is an integer-linear program, and does not assume fixed cycle lengths or phase sequences. It assumes full information on external inputs, but can be incorporated in a sensor-based environment, as well as in a feedback control framework. The integer-linear program formulation may not be efficiently solved with standard simplex and branch and bound techniques. We discuss network programming formulations to handle the linear platoon dispersion equations and the integer constraints at the intersections. A special purpose network simplex algorithm for fast solution is also mentioned.

The optimization model takes the form of mixed integer linear programming. The control strategies generated by these optimization models were compared with those derived from conventional signal timing models, using the TRAF-NETSIM microscopic simulation model. It was found that the optimization models successfully produced optimal signal timing plans for the various signalized intersections including simulated and real-world networks. The proposed optimization models consistently outperformed the conventional signal control methods with respect to system delay objective. This conclusion was drawn from the TRAF-NETSIM simulation.
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1. INTRODUCTION

Conventional signal control strategies based on methods developed during the 1970s and 1980s are not considered uniformly effective under all possible conditions (Turnoff and Gartner, 1993). Many strategies fail to provide improvements over well-timed first generation systems for congested conditions, and some of these systems exhibit degraded performance during specific sets of under saturated conditions (Boillot et al., 1992). For example, current systems are relatively slow to respond to sudden changes in traffic flow caused by incidents or large fluctuations in demand. Such systems have been designed to implement small changes over time to overcome the problem of frequent transitioning (see Michalopoulos (1992), for an excellent discussion of the deficiencies in the current practice). Real-time stochastic control based on detected traffic is an option which has not been applied in an integrated fashion at the network level due to the lack of complete analytical network-wide optimization formulations.

In an earlier paper (Wey and Jayakrishnan, 1997), we presented such a network formulation, which also includes analytically embedded models for traffic flow between intersections so that a network-wide optimization can be attempted. The formulation, then presented only with results on the computational efficiency of the network simplex application, was received well, which encouraged us to present results on its application to a real-network traffic control context, which is in this paper. The performance evaluation reported here are based on microscopic simulations, since complete real-world hardware implementation is only planned for the future.

An extensive review of traffic signal control methods can be briefly stated as follows. For real-time control, several algorithms have been proposed. For example, Miller (1965) considered an intersection with heavy traffic and assumed that at time t the signal is green on primary approach. At this time the controller can make a binary decision, i.e., to change the signals immediately, or after an extension of one unit of time. However, Miller did not consider the intersection of adjacent intersections, and thus did not include the downstream delays in determining an optimal extension strategy. Ross et al. (1970), basing their work on a philosophy similar to that of Miller, developed a computer control scheme for traffic responsive control of a critical intersection that not only minimizes the total delay of all users of the intersection, but also minimizes the total delay accumulated at downstream intersections. Moreover, Longley (1968) proposed a control scheme for a two-phase congested intersection employing a "queue balancing" strategy. This strategy seeks to hold a particular linear function of the intersection queues to a value of zero by adjustment of the green time split. Lee et al. (1975) also considered queues rather than delays as the objective of the control and developed another semi-empirical strategy called "Queue Actuated Signal Control". This is a control policy where an approach receives green automatically when the queue on that approach becomes equal to or greater than some predetermined length, regardless of the conditions on the conflicting approaches. The policy assumes that no two conflicting approaches reach the upper bound specified for them simultaneously. Another approach to critical intersection control has been suggested by Gordon (1969). Gordon did not attempt to minimize delay at the intersection but rather to maintain a constant ratio of the queue lengths on opposing approaches. The cycle length is assumed constant and the splits are changed according to the demand so that the ratio of the actual queues to the maximum link storage space on both phases are equal. Finally, Michalopoulos (1977, 1978) proposed an optimal control policy for both pretimed and real time control. His control policy was to minimize total system delay subject to queue length constraints. However, it should be noted that most of the control algorithms mentioned above suffer from complex computational requirements described as above and from the lack of
intersection-to-intersection traffic flow models.

Besides, the review examines Fixed-time Control schemes such as the original Urban Traffic Control System (UTCS), Optimization techniques such as MAXBAND (Little et al., 1981) and TRANSYT (Robertson, 1969); Traffic-responsive control without optimization, such as the common actuated control; Traffic-responsive control with optimization such as SCATS (Lowrie, 1982, 1990; Luk, 1984; Sims, 1979), SCOOT (Hunt et al., 1981; Robertson and Bretherton, 1991), UTOPIA (Donati, et al. 1984), PRODYNE (Henry et al., 1983; Henry and Farges, 1989), OPAC (Gartner et al., 1992) and ongoing research on methods such as RHODES (University of Arizona (Larry Head et al., 1997)) under the recent FHWA research initiatives.

The primary difference in the formulation in our research from other existing models is the use of a multiple time-period network programming scheme to handle traffic flow between intersections using the linear nature of paxon dispersion models, and to specify the integrated network level control of multiple intersections in one single framework. The special purpose solution algorithm yields orders of magnitude better solution efficiency, as well as applicability to orders of magnitude of larger problems, compared to standard linear programming. Our research is perhaps the first attempt to apply this to the signal control problem. Perhaps the reason why such a technique has not been used for this problem is that the resulting network program is in a specific non-standard form which is considered to be in a difficult class of network optimization problems. We, however, develop the techniques to handle the non-standard nature without affecting the solution efficiency.

In this paper, we provide results on the application of our formulation to a subnetwork in Irvine, California. Due to the non-availability of standard benchmark solutions showing the "best-possible" optimization results in a real network, we simulate this network under a very large number of control conditions to identify possibly the "best" actuated control scheme for the network, and then compare the results of such control to the results from our control scheme. The comparison is made under the assumption of full knowledge of the traffic demands in the network over the time period. Thus the performance comparison against actuated control are made under the assumption of perfect detection and prediction in both cases. Preliminary work showing a rolling horizon application of the method is also given in this paper; however, the results from real-world applications should be expected to be different, and will be available only in the future.

2. OPTIMIZATION MODEL FORMULATION

We describe our formulation of the network-wide signal optimization problem, and provide the solution algorithm in section 3. The formulation has several concepts borrowed from the above algorithms, and does not consider some constraints included in some of the above algorithms. We mention here that the network programming solution algorithm provides a very intuitive way to incorporate the constraints of the formulation and to add or delete additional constraints that could be considered. Briefly stated, the reason is that the solution uses network paths, and even the most complicated constraints of the flow and signal problem at an intersection become intuitive and simpler to handle using the paths on the time-expanded network. This will become clearer later, but it is useful to remember while reading the formulation given next.

2.1 Introduction
In this research, the traffic flow and dynamic reduction of queues are described by an appropriate linear model with linear capacity constraints for both road links and flows in intersections. It is also assumed that origin-destination relationships are known a-priori. As far as the network traffic flow is concerned, the network control is a superposition of control at individual junctions. Because the control of neighboring intersections determines the arrival process, the entire system is strongly interactive. The optimization of traffic control thus becomes a complex multi-commodity flow problem.

The optimization model proposed here is a dynamic model with multiple-time steps, as it is meant for real-time operations. The dynamic model is formulated not only to obtain minimum delay subject to queue length constraints, but also to include formulas to define relationships of queue transition between time slices. In the model, the green/red lights can change with every time slice. The signal intervals are adjusted toward minimizing delay and permitting queues to build up to a predetermined upper bound.

The optimization model uses mixed integer linear programming (MILP) to mathematically model the above requirements. Some MILP formulations of signal control already exist (Kim, 1990; Messer et al., 1986; Tsay and Lin, 1988), though not for complete networks. An MILP problem could be solved using software packages available for mathematical programming such as GAMS (Brooke et al., 1988) and LINDO (Schrage, 1984), which normally use the Simplex algorithm and branch and bound solution techniques. We however develop much faster algorithms as given in section 3, for use within a standard branch and bound solution scheme.

### 2.2 Road Traffic Models

Before introducing the model formulation of network traffic signal control, the concept of dynamic road traffic models adapted in this problem formulation will be presented first as follows, followed by some assumptions made for the problem statement.

A well-known platoon dispersion model (Hunt et al., 1982) is used to provide dynamic interaction constraints among individual intersections which have their own set of signalization constraints. This model has been empirically validated in several urban areas around the world (since it is part of the SCOOT control system implemented around the world). Though it is only an empirical model, it is generally considered to represent (interrupted) traffic flow in signalized networks better than other models. The model is presented here to point to its linear structure, which makes it particularly useful in solvable network optimal control formulations.

The dynamic evolution of traffic flow on the j-th road section (approach) can be modeled by the following set of equations:

\[
q_{j,s}^{l}(k)\Delta T = \min \left\{ \frac{q_{j,s}^{l}(k-1)\Delta T}{l_{j}(k-1)} + l_{j}(k-1) \right\} + \left( q_{j}(t) - q_{j,s}^{l}(k) \right) \Delta T
\]

(2.1)

\[
l_{j}(k) = l_{j}(k-1) + \left( q_{j}(t) - q_{j,s}^{l}(k) \right) \Delta T
\]

(2.2)

\[
q_{j,s}^{l}(k) = \sum h_{j,s} q_{j,s}^{l}(k)
\]

(2.3)

A discrete time approach's with sample time \( \Delta T \) (the \( \Delta T \) is selected adaptively, that means, the length of \( \Delta T \) can be set optionally depending on how adaptive the control system needs-
Here the $\Delta T$ is chosen to be 5 seconds) is adopted. The following variables apply for each road section $j$ ($j = 1, ..., J$): $q_j^a(k)$ is the volume (veh/sec) entering the $j$-th road section during $k\Delta T \leq t \leq (k+1)\Delta T$, which depends on the turning fractions $b_j$ from other links, $q_j^e(k)$ is the volume which arrives at the end of the waiting queue or at the stop-line, $q_j^a(k)$ is the leaving volume at the downstream end of the $j$-th road section, $\rho_j^*(k)$ is the capacity flow during green traffic signal and $I_j(k-1)$ is the number of vehicles waiting in the queue. $q_j^f$ and $q_j^i$ are connected through the platoon dispersion equations (2.4) stated as follows.

$$q_j^f(k + \tau) = F q_j^a(k) + (1 - F) q_j^e(k + \tau - 1)$$

(2.4)

where $F = b(1 + \alpha \tau)$, it is a smoothing factor determined by a specific platoon dispersion factor $\alpha$ and the travel time coefficient between the upstream and downstream of an intersection $\tau$ ($F = 1$ means no dispersion). And $\alpha$ is a constant parameter (normally around 0.5) which may have a value ranging from 0.2 to 0.5, depending upon whether there is very little or extensive platoon dispersion along the road link. The other parameter $\tau$ which is equal to 0.8 $\times$ (average travel time in $\Delta T$ units). However, one thing needs to be noted is that many studies have focused on the analysis and the calibration of the $F$ or $\alpha$ factor. Most of these investigations have suggested that platoon dispersion should not be generalized with the standard default parameter settings that are suggested for this model, but that instead these parameters should each time be customized to match the unique road condition on each link.

**Basic Assumptions of Problem Statement**

In order to control traffic during a limited period of interest efficiently, detailed information about the demand structure and the factors determining intersection capacities, which often are the bottlenecks causing the congestion, can be useful. The traffic control model assumes that the traffic assignment is known a-priori, which means that the demand can be specified for individual routes. Rather than using the traditional concept of turning fractions at intersections, we use actual volumes for each movement at the intersection. Note that it is easy to find these by multiplying approach arrivals by turning fractions as well. An additional reason is our path-based approach. Recently proposed path-based assignment algorithms (Jyakrishnan et al., 1994; Sun et al., 1996) have been found to perform much faster than the link-flow based assignment algorithms, which points to the attractiveness of our approach if path-based static or dynamic assignment is used in real time for prediction of path-flows in an ATMS.

Roads entering the network have to be included in the model, because their queue lengths are determined by the signals at the intersections. On the other hand, it is assumed that vehicles can leave the networks as soon as they pass the last intersection on their routes. The entering links (or external approaches) are numbered $1, ..., E$ while interior links (or internal movement) receive indices $E + 1, ..., H$. Each exit gets the same index as the associated entrance.

We also assume that:

1. The lost time (yellow and all red) of intersection $N$ is given,
2. The saturation flows $S_i$, $i \notin I_N$, are known,
3. The turning movement fractions are known and may be time variant.

With regard to the turning movement fractions (last assumption above), it should be
noted that they may be estimated in real time by known algorithms (e.g. Cremer, 1991).

2.3 Model Formulation of Network Traffic Signal Control

First, we note that the entire formulation is based on phases (movements) at each intersection. In our presentation, each phase refers to a movement consisting of two links, a from_link and a to_link. At this point, we can formally summarize the presentation of the model.

Formulation

The following notations are used in the model formulation:

- \( N \) = number of intersections,
- \( n \) = index used to refer to one of the \( N \) intersections,
- \( I_c \) = set of signal phases at the control intersection \( n; n \in N \),
- \( O_i \) = set of signal phases at the start node of the from_link of a given phase \( i \) that feeds traffic for phase \( i \),
- \( i \) = signal phase at a given node \( n; i \in I_n \),
- \( Li \) = from_link of phase \( i \)
- \( T \) = the time horizon under consideration specified in seconds,
- \( K_i \) = number of discrete \( \Delta T \) time intervals in the optimization period,
- \( k \) = time interval index,
- \( \Delta T \) = the sample time interval of duration, sec,
- \( H \) = number of links in the network, including entrances,
- \( E \) = number of entrances and exits,
- \( q_{ui}(k) \) = upstream inflow for phase \( i \) over a period \( k\Delta T) (k+1)\Delta T \), veh/sec,
- \( q_{ui}(k) \) = the flow which arrives at the end of the waiting queue or at the stop-line, veh/sec,
- \( q_{ci}(k) \) = the capacity flow for green traffic signal, veh/sec,
- \( S_{ci} \) = saturation flow for green time of phase \( i \) at intersection \( n \), veh/sec,
- \( S_{di} \) = saturation flow for yellow time of phase \( i \) at intersection \( n \), veh/sec,
- \( u_{ik}(k) \) = 0 if signal state is green for phase \( i \) at intersection \( n \) and time step \( k \), and
- \( S_{di} \) = 1 if signal state is red for phase \( i \) at intersection \( n \) and time step \( k \),
- \( C_{min} \) = minimum green for phase \( i \) (seconds),
- \( C_{max} \) = maximum green for phase \( i \) (seconds),
- \( t_{min} \) = green time used by phase \( i \) at intersection \( n \), at the end of time step \( k \) (seconds),
- \( q_{i}(k) \) = outflow of phase \( i \) at the downstream end over period \( k\Delta T) (k+1)\Delta T \), veh/sec,
- \( l_{i} \) = number of vehicles of phase \( i \) queued up at the end of time interval \( k \) at intersection \( n \),
- \( d_{ik} \) = side entry flow during phase \( i \) on the corresponding approach link, in veh/sec,
- \( s_{ik} \) = side exit flow during phase \( i \) on the corresponding approach link, in veh/sec,
- \( \beta_i \) = exit rates within phase \( i \),
- \( \lambda_i \) = fraction of queued vehicles of movement \( i \) that uses buffer \( p \).
\[ p = \text{the queue buffer number, } p \in B_n, \]
\[ B_n = \text{set of separate queue buffers of node } n, \]
\[ \mathcal{Q}_p = \text{set of phases that share the buffer } p, \]
\[ C_p = \text{the storage capacity of the queue buffer } p, \]
\[ \tau = \text{a travel time coefficient between the upstream and downstream of an intersection}, \]
\[ F = \text{a dispersion parameter,} \]
\[ T_D = \text{total delay, veh-intervals,} \]
\[ Z_i = \text{1 when phase } i \text{ is oversaturated, and} \]
\[ 0 \text{ when phase } i \text{ is undersaturated,} \]
\[ M = \text{very large positive value, called Big-M.} \]

We define \( q_{i_0}^p(k) \) and \( q_{i_0}^{\infty}(k) \) to be the inflow and outflow respectively of phase \( i \) over a period \( [k, k+\Delta T] \) where \( \Delta T \) is the sample time interval and \( k = 1, 2, \ldots \) is a discrete time index. Similarly we define \( d(k) \) and \( s(k) \) to be the demand flow and the exit flow, respectively, occurring within phase \( i \).

The control objective of the dynamic model is to minimize total delay in the network. Total delay is the sum of delays on all phases. The full formulation of the mathematical program for minimization of delay is below, and the description of the constraint set follows:

Minimize

\[ T_D = \Delta T \sum_{n=1}^{N} \sum_{i=1}^{E} I_n^i(k) \]  

subject to

\[ I_n(k) \geq 0 \quad \forall \ i \in I, \ n \in N, \ k \in K \]  
\[ I_n(k) \geq I_n(k-1) + (q_i^p(k) - q_{\infty}^p(k))\Delta T \quad \forall \ i \in I, \ n \in N, \ k \in K \]  
\[ I_n(k) \leq MZ_n(k) \quad \forall \ i \in I, \ n \in N, \ k \in K, \ Li \leq E \]  
\[ I_n(k) \leq MZ_n(k) \quad \forall \ i \in I, \ n \in N, \ k \in K, \ Li \leq E \]  
\[ I_n(k) \geq I_n(k-1) + \Delta T ([F \cdot (1-\beta_0) + \sum_{j=1}^{E} q_j^p(k-1) + (1-F) \cdot q_i^p(k-1)] + [d(k) - q_{\infty}^p(k)]) \quad \forall \ i \in I, \ n \in N, \ k \in K, \ E \geq Li \leq H \]  
\[ I_n(k) \geq I_n(k-1) + \Delta T ([F \cdot (1-\beta_0) + \sum_{j=1}^{E} q_j^p(k-1) + (1-F) \cdot q_i^p(k-1)] + [d(k) - q_{\infty}^p(k)]) \quad \forall \ i \in I, \ n \in N, \ k \in K, \ E \geq Li \leq H \]  
\[ I_n(k) \leq M(1 - Z_n(k)) \quad \forall \ i \in I, \ n \in N, \ k \in K, \ E \geq Li \leq H \]  
\[ q_{\infty}^p(k) = (1 - u_n(k))S_n^p(1 - \xi_n(k)) + S_n^p \xi_n(k) + S_n^p \xi_n(k)u_n(k) \quad \forall \ i \in I, \ n \in N, \ k \in K \]  
\[ U_n(k) = U_n(k-1) + \Delta T (1 - \xi_n(k-1)) \quad \forall \ i \in I, \ n \in N, \ k \in K \]
\[ G'_{\text{in}} \leq U_{\text{in}}(k) \leq G'_{\text{out}} \quad \forall i \in \mathbb{I}, n \in \mathbb{N}, k \in \mathbb{K} \quad (2.15) \]

\[ \sum_{i=0}^{\mathbb{I}} l_{i}(k) \leq C \quad \forall n \in \mathbb{N}, n \in \mathbb{N}, k \in \mathbb{K}, \text{Pec } Bn \quad (2.16) \]

\[ u_{n}(k) + u_{d}(k) \geq 1; u_{n}(k) + u_{d}(k) \geq 1; \ldots; u_{n}(k) + u_{d}(k) \geq 1 \quad \forall n \in \mathbb{N}, k \in \mathbb{K} \quad (2.17) \]

The number of the vehicles discharged during the green time depends on whether the corresponding phase is oversaturated or not. If the phase is oversaturated, then it is equal to the capacity flow during green. If the phase is undersaturated, then it depends on the sum of the vehicle arrivals at the end of the waiting queue and the existing queue lengths at the end of time interval \( k-1 \) (if \( k-1 \)). \( (k-1) \). It should be noted that whether a phase is oversaturated or undersaturated cannot be predetermined. The model automatically determines the state of saturation during the optimization procedure. The above equation also implies that the queue lengths occurring at the end of each time interval must be non-negative. These considerations result in equations 2.6 through 2.1. Note that integer variables, \( \mathbb{Z} \), are introduced for modelling the non-negativity of the queue lengths. Unfortunately, the model now becomes a complex Mixed Integer Linear Programming (MILP) problem because of the integer variables \( \mathbb{Z} \), and \( u_{d} \) described next.

For an internal link, the queue length \( l_{d}(k) \) is obtained by adding the balance between the new arrivals and the departures to the queue length \( l_{d}(k-1) \) at the end of the previous interval. This gives us equations 2.10 and 2.11, which includes the platoon dispersion variables described next. For the external approaches in the network (i.e., link numbers \( \mathbb{L} \leq \mathbb{E} \)), the queue lengths at the end of time interval \( k \), \( l_{d}(k) \), can be represented as the sum of any queues transferred from the previous time interval and the difference between input and output at the current time interval, which results in equations 2.7 and 2.9.

The most important factor to be considered in a network of signals is the movement of vehicles from upstream intersections to downstream intersections, which requires the use of a reliable traffic model that can accurately reflect the movement of vehicles in the network. Research has already been conducted on the applicability of platoon dispersion as a reliable traffic movement model in urban street networks. Most of the research has shown that Robertson's model of platoon dispersion is reliable, accurate, and robust (Castle & Bonville, 1985; Axhausen & Kesting, 1987). While the arrival patterns for the external approaches of the intersections are derived exogenously, the arrival patterns on the internal movements are obtained from the departures of the upstream intersections using Robertson's platoon dispersion equations. The \( F \) variable in equations 2.10 and 2.11 incorporates the platoon dispersion model into the constraints. In the presence of long queues, the assumption of a constant travel time may lead to some inaccuracy with regard to the queue evolution in each time step, but the delay calculation should be sufficiently accurate, as the time spent by the vehicles will still be captured over a number of time steps. Note that for consideration of further control measures such as route guidance and VMS (variable message signs) control, the turning movements are externally specified, through variables \( \beta \), appearing in equations 2.10 and 2.11.

The signal state of any phase \( i \), \( u_{d}(k) \), at time step \( k \), is given by equation 2.13. The first term represents the control decision at the end of time step \( k-1 \). The second term signifies the signal state of phase \( i \) at time step \( k-1 \). \( u_{d}(k) \) is a decision (binary) variable. If the signal state was red for time step \( k-1 \), i.e., \( u_{d}(k-1) = 1 \), and the control decision at the end of the time step was to switch over, i.e., \( e_{d}(k-1) = 1 \), then the signal state for time step \( k \) must be 0, which corresponds to a green state. The green time already used up by phase \( i \) at intersection \( n \), at the
end of time step $k$, is computed by equation 2.14. The first term denotes the green time by the end of step $k-1$. Based on the control decision variable, $x_4(k-1)$, green time is either increased by a duration of $dT$ seconds or is increased by none. The standard minimum and maximum green time requirements are reflected in equation 2.15. The maximum queue length (capacity) constraint is fixed in 2.16.

Constraints are also needed to ensure that conflicting phases are not given the green indication during any split. Since $u$'s are constrained to be binary variables in the formulation, it is easy to ensure that no more than one of any combination of two non-permissible phases has its corresponding $u$ set to 0 (i.e., green time). In this formulation, the standard NEMA numbering convention for the different movements are used to identify the different phases. Thus, the inadmissable combinations of NEMA phases are phases numbered 1 and 2 (EW left and opposing through), 1 and 3 (EW left and SN left), 1 and 4 (EW left and NS through), and so forth, through 7 and 8 (NS left and opposing through). These constraints are shown above in 2.17.

3. DEVELOPMENT OF SOLUTION PROCESS

In this section we present an efficient solution approach, based on a modification of the network simplex algorithm, to solve the model formulation proposed in previous section. Large-scale mixed integer linear-programming (MILP) problems such as above are normally solved with branch and bound techniques with repeated simplex solutions of the LP problem within the MILP. We next explain the efficient network simplex algorithm that can replace the standard simplex for LP problems of network form.

3.1 Network Simplex Algorithm

In the network simplex algorithm, we need not explicitly maintain the matrix representation (known as the simplex tableau) of the linear program and can perform all the computations directly on the network. If the dynamic optimal traffic signal model is solved by a simplex tableau, there are some disadvantages. In the simplex tableau approach, we need to check each possible pivot to find out the minimum objective value. As a result, the enormously large number of pivots can make the computation prohibitively expensive when the number of time periods and the number of intersections on the network increase significantly.

A specialized network simplex algorithm is used to efficiently operate at any given time interval. It is shown that the algorithm is more efficient in those problems for which its structure is a large-scale network form (for more detailed description about the efficiency of this method and its illustrated examples, refer to the references of Ahuja et al. (1993) and Kennington et al. (1980)).

The network simplex algorithm maintains a feasible spanning tree structure and moves from one spanning tree structure to another until it finds an optimal structure. At each iteration, the algorithm adds one arc to the spanning tree in place of one of its current arcs. The entering arc is a non-tree arc violating its optimality condition. The algorithm (1) adds this arc to the spanning tree, creating a negative cycle loop, (2) sends the maximum possible flow in this cycle until the flow on at least one arc in the cycle reaches its lower or upper bound, and (3) drops an arc whose flow has reached its lower or upper bound, giving us a new spanning tree structure. Because of its relationship to the primal simplex algorithm for the linear programming problem,
this operation of moving from one spanning tree structure to another is known as a *pivot operation*.

The network simplex algorithm maintains a feasible basis structure at each iteration and successively modifies the basis structure via pivots until it becomes an optimum basis structure. The special structure of the basis enables the simplex computations to be performed efficiently.

3.2 Proposed Solution Algorithm and the System Control Logic

**Graphical Presentation of Network Programming Formulation**

The model presented in section 2 provides the coupling constraints in the network optimization formulation. Each intersection has its own constraints in terms of the phase sequences and conflicting movements. The arrival flows in each time period at each intersection are dependent on the departure flows from other intersections through these platoon dispersion coupling constraints. The research has identified a key aspect of the formulation, namely that the linear optimization sub-problem involves extremely sparse matrices, thanks to the network structure. One key reason for this is the nature of the platoon dispersion model which is similar to a multi-period inventory flow model.

Note that the Robertson’s platoon dispersion equation means that the traffic flow \( q^*(k) \), which arrives during a given time step at the downstream end of a link, is a weighted combination of the arrival pattern at the downstream end of the link during the previous time step \( q_{i,j}^*(k-1) \) and the departure pattern from the upstream traffic signal \( \tau \) seconds ago \( q_{i,j}^*(k-\tau) \). However, the recurrence platoon dispersion equation (2.4) can be transformed as the following form:

\[
q^*(k) = \sum_{i,j} F(1-F)^{-\tau} q_{i,j}^*(k-\tau)
\]

where \( F \) is a dispersion parameter and \( \tau \) is a travel time coefficient between the upstream and downstream intersection. The summation can be truncated after a reasonable number of terms (say 10 to 15).

The transformed platoon dispersion equations directly translate to links on a time-expanded network, as in Figure 1. A complete graphical representation of the network structure including the constrained turning movements at the intersection for multiple time steps is too complicated to show here; however, the network inventory-flow nature of the linear platoon dispersion equations should be clear from Figure 1. The network size of the whole traffic signal control problem can be reduced after each iteration of computation to a simpler and smaller network. This reduction process simplifies the difficulty of incorporating directly network simplex algorithm to platoon dispersion-based network traffic signal control problem.

<Insert Figure 1>

The optimization algorithms employ the two standard principles of implicit enumeration: network simplex algorithm and branch and bound. Branch and bound is mainly used to obtain integer solutions when combined with some other relaxation method. Alternatively, the network simplex algorithm is mainly applied to solve minimum cost flow problems (i.e., delay minimization); so it appears as subroutines in branch and bound methods. The elements of a
network simplex algorithm are demands, nodes, arcs, costs, and capacities which determine the value of the objective function at each iteration.

Non-standard Network Flow Problem and Special-case Simplex

The network problem presented above poses one difficulty, however, and this is the fixed split required from the upstream node to the platoon dispersion links. The standard network simplex algorithm does not involve such “fixed nodal splits fractions” (F, F(1-F), F(1-F)^2 etc., as in Figure 1, are these fractions). This poses a difficulty during the basis update step of network simplex. The reason is that when we attempt to change the flow on any network loop (cycle) involving any of the platoon dispersion arcs, the ratio of flows among the platoon dispersion arcs change. This has to be avoided to retain the split ratios, which means the simplex basis update schemes no longer apply. Thus, the class of network problems with such fixed nodal splits are considered to be a class of problems with much higher difficulty which do not have easy solutions.

We develop a technique to handle this problem and the basic idea is straightforward. We can see that the arcs with costs in the network are only the inventory (queueing) arcs shown vertically in Figure 1. This means that a restricted version of basis update for such a graph that is not based on normal augmenting cycles (loops) can be developed. This essentially involves the selection of a few inventory arcs (i.e., upstream intersections’ arcs) and updating the current solution of split fraction arcs in the whole network. Once the inventory arc’s flow (note that this is not actual traffic flow, but rather queue length) is updated, the exit flows and the platoon dispersion links can be updated. The algorithm operates in a decomposed fashion, starting from peripheral nodes and moving inwards, updating platoon arcs and inflows to other nodes. Note that the platoon dispersion arc flows (which in turn depend on the signal settings) are adjusted after every iteration, and the network simplex operates essentially independently for each intersection. After about 4 or 5 iterations, all the nodes are normally reached in reasonably sized networks, and the signal settings converge in a few more additional iterations (enough to adjust flows along loops in the network).

This approach of the solution process is implemented in iterations as described in previous section by using network simplex algorithm as the subroutine of branch and bound method. In every iteration, first of all, the branch and bound is performed to prevent conflicting movements. As equation (3.1) shows, we can easily find the flow rates of the initial platoon (i.e., q_i(k)) during time step k by ignoring the split phenomenon on the road link. This is followed by splitting these platoon flow rates as the initial arriving flows of downstream intersection. The algorithm continues by finding the second iteration's flow rates as the initial platoon flow rates of next iteration's under the implementation of branch and bound, and so on.

A platoon dispersion-based problem with flow split constraints is constructed with the introduction of an arrival flow prediction/estimation concept. Based on the Branch & Bound-and-Network-Simplex algorithm, the solution of the first iteration (usually the minimum cost flow computation of upstream intersections in a network) facilitates an initial solution of the second iteration. The solution procedure for each of the iterations can be stated as the following system control strategy.

System Control Logic

The following steps describe the basic control strategy governing the proposed models for network traffic signal control with platoon dispersion constraints. Given the aforementioned
system and all functions of its key elements, the operational procedures are summarized below.

Step 9. All the external intersections included in the set \( N \) are initialized with external entry flows and initial branch and bound signal settings.

Step 1. For intersection \( n \) (in current set \( N \)) for each phase \( i \) carry out the branch and bound steps. If all intersections are completed, go to step 7.

Step 2. Check the minimum and maximum green constraints for all time steps \( k \):

**Condition 1:** If green time is less than the minimum green time (i.e., \( U_i(k) \leq G_{\text{min}} \)), then extend the green. For instance, if \( \xi(k) = 0 \), then \( U_i(k) \) is updated.

**Condition 2:** If \( U_i(k) \), the green time already used up by phase \( i \) at time step \( k \), has reached the maximum green time \( G_{\text{max}} \) (i.e., \( U_i(k) \geq G_{\text{max}} \)), then the green is terminated immediately, i.e., \( \xi(k) \) is changed to 1. If the integer variables for all time step \( k \) remain the same as in the previous iteration, update \( n \) to the next intersection and go to step 1. Else go to step 3.

Step 3. Examine and prevent the conflicting movements which happen at intersections using the branch and bound method by setting the constraints \( u_{i,j}(k) + u_{i,j}(k) \geq 1 \), where \( i,j \in I_n \) and \( u_i \) and \( u_j \) are binary integers which are either 0 or 1.

Step 4. Using the Network Simplex based algorithm to get the minimum cost flow solution (i.e., delayed vehicles, TD) of the network for the green extension option evaluated by the branch and bound. (Here Network Simplex is operated at the given intersection and could even conceptually be replaced with vehicle clearance rules if they can guarantee optimality.)

Step 5 If the performance index is the benefit of giving a green which is compared with that of terminating it by computing the tradeoffs incurred in vehicle delays and it is negative, then the optimal decision is not favorable to the intersection and a switchover decision is possible. Otherwise, the current green can be extended for another \( \Delta T \) seconds, i.e., \( U_i(k + 1) = U_i(k) + \Delta T \).

Step 6. Go to step 2 to ensure of switchover being within the min-max constraints.

Step 7. Update platoon dispersion arc flows and the corresponding inflows to existing intersections as new intersections joining the set \( N \). If the platoon dispersion arc flows are same as in the previous outer iteration (over the last set of intersections \( N \)), i.e., no signal settings changed, then STOP; Else, go to step 1.

In the proposed models, the control decision is made every 5 seconds (i.e., duration of a time step) depending on the comparison of benefits between extending green and terminating it. The control strategy makes use of real-time traffic state conditions, instead of pre-stipulated strategies.

### 3.2 Real-time Applications – Rolling Horizon Approach

The rolling horizon approach, used previously for production-inventory control (Wagner, 1977), and in transportation engineering for online demand-responsive traffic signal control (Gartner, 1983), provides a practical method for addressing the real-time traffic signal control problem. It is especially suited for problems requiring future demand information for the entire planning horizon. The basic idea of the rolling horizon approach is to use currently available information and near-term forecasts with some degree of reliability to solve a problem online.
while preserving the effectiveness of the computational procedure in determining "good" control strategies (Peeta et al., 1995).

On the basis of an estimate of the current state of the system, principally the current lengths of the queues on all approaches, an optimal signal plan (or policy) is sought for the duration of the rolling horizon. Only the first part of the plan is implemented before the horizon is rolled forward and the optimal signal plan again sought, with the benefit of the latest detector data. The rolling horizon must therefore be long enough to allow the first part of the optimal plan to be determined uniquely.

In particular, each optimization run is based on an updated initial condition that includes the current values of all states variables, i.e. of all network queues. Furthermore, each optimization run requires availability of historical or real-time forecasts of traffic demand. Therefore, availability of queue measurements or estimates, and of demand forecasts is a major requirement for a real-time implementation of the method (Papageorgiou, 1995). An optimal policy for the entire stage is calculated but is implemented only for the roll period. The projection horizon is then shifted or rolled ahead, and the optimization is then reactivated over this stage with new real-time measurements and new demand forecasts.

The implementation aspects represent the major challenge and sensitivity analyses are necessary to address questions regarding the choice of parameter values (for example, roll period, stage length) and their influence on the effectiveness of the control procedure. Also of significance is the deployment of detectors and issues such as whether the upstream output detectors are needed at all. The results reported here for the rolling horizon applications are for demonstrative purposes only, as the effects of the above parameters have not been extensively studies.

4. MODEL EVALUATIONS AND EMPIRICAL APPLICATIONS

To evaluate the performance of the algorithm on a real-world network context using microscopic simulation, the data from Irvine Traffic Management Center (TMC) was collected for a selected field site. The evaluation is based on comparing the solutions to existing actuated signal control of the field site, as well as the "best" possible actuated control.

The selected study network is a subnetwork located along the San Diego Freeway (I-405) and Laguna Freeway (SR-133) corridors through the City of Irvine. The network is located at the triangle between the Santa Ana Freeway (I-5) and San Diego Freeway (I-405) up to Jeffrey. The block length on these links varies from 800 to 2350 feet. Most have two through lanes, with two left turn pockets which have exclusive phases. The Data Sets were collected from the Irvine TMC in September 1996. Figure 2 shows a schematic of the NETSIM representation for the Irvine study network.

<Insert Figure 2>

Identification of Simulated Samples

Performance comparisons of the new algorithm against the existing actuated control settings are not sufficient, since the existing settings may not be the best possible for the given arrival pattern. The approach taken here is to find a large number of possible sample actuated control plans, so that the "Best" possible plan can be determined after all those plans are individually simulated under the same arrival patterns. Five parameters, which are regarded as
important components to design an efficient actuated controller, were selected and randomly varied (within appropriate ranges) across these sample plans. They are:

(1) minimum green interval for each phase per intersection (secs),
(2) maximum green interval for each phase per intersection (secs),
(3) vehicle extension unit for each phase per intersection (secs),
(4) initial green interval for each phase per intersection (secs), and
(5) phase reduction for each intersection.

Other factors such as the turning proportions and arrival rates were kept constant in all the cases. Under various combinations of these parameters, 10,000 different actuated control settings were found. Each of these control scenarios was then simulated using TRAF-NETSIM. In addition, because the selected study network has only very light traffic flows on some of its external entries, another set of simulations were performed with assumed increased traffic flows ranging from 50% to 200% to these external entries. The performance results from these cases were used to find the "Best" and "Worst" cases of control scenarios (the term "worst" only referring to the worst in the studied scenarios, as even worse signal settings are of course possible!).

For the case of the existing entry flow rates at the low-volume entries, the results showed a "Worst" case scenario with a total delay of 22,247 vehicle-seconds and a "Best" case delay of 16,200 vehicle-seconds. The existing timing plans in Irvine appeared to be reasonably good, at a delay of 17,466 seconds.

The complete time-horizon (full-knowledge) optimization with the new algorithm as well as the rolling horizon approach (described in section 3) were applied to the Irvine subnetwork, to study the performance in comparison to the "best" case benchmark actuated control settings. The rolling horizon approach applied here is based on a roll period of 3 time steps, and a stage length of 5 time steps. The application of rolling horizon here is for demonstrative purposes only, and the results reported here should only be taken in that light. Much more extensive studies with appropriate roll periods and stage lengths need to be conducted to determine the effectiveness of the rolling horizon approach, not to mention the effects of the stochasticity and uncertainty in the detection and prediction of traffic volumes.

4.1 Development and Evaluation of the Control Model

The layout of the experimental network represented as a NETSIM coding form was given in Figure 2. Two studies were conducted for a simulated 36 time-step period (each step is 5 seconds) after an appropriate initialization period for TRAF-NETSIM: one with the current collected traffic arrival rates over the total period, and another with an assumed increase of arrivals ranging from 50% to 200% to the network externals during the total period. The signal operation considered in the optimization model is designed with a 4 phase control, permitted left turns, minimum green of duration 10 seconds, maximum green of duration 80 seconds: and an amber of 3 seconds.

NETSIM generates the simulated output data of arrival flows every 5 seconds which is fed into the optimization control model. In turn, the optimization control model generates signal control data which is fed into NETSIM as the traffic control input data. NETSIM provides the summary of traffic measures of effectiveness (MOEs).

From the simulation outputs, the performance was tested based on the vehicle delay that was obtained at the end of every 5 seconds (duration of a time step) for the entire network, for 36
time steps. And, based on the results of preliminary pilot runs, for variance reduction and the NETSIM's inherent variability, five replications of 36 time steps runs using different Random Number Seeds (RNS) were made for each scenario.

4.2 Simulation Evaluation

A computer simulation of traffic operations responding to the proposed control algorithms (including both optimization and rolling horizon), and to the existing actuated signal timing plans indicated appreciable improvement in traffic operations with the proposed timing plans. The simulation results presented here are average values of five simulation runs each of 3 minute duration.

Vehicle delay (vehicle-seconds) was chosen as the measure of effectiveness (MOE) to indicate the relative efficiency of these three strategies (i.e., actuated control, optimization control, and rolling horizon control), because this MOE is generally the most important consideration from the viewpoint of the whole network system and it is clearly defined and easily measurable.

Figure 3 and 4 show the network-level cumulative delay during the 36 time steps for the full-horizon optimization control, rolling horizon control, and actuated signal control logic. Figure 3 shows a comparison of system-wide vehicle delay for the base peak hour external entry volumes and Figure 4 shows the results for the assumed increased peak hour external entry volumes.

<Insert Figure 3 & 4>

As can be seen from the above simulation results, the full-horizon control logic yields better performance (3.05%) than the "Best" actuated control timing plans in the base volume case simulated by NETSIM on the basis of the whole network-wide system. Moreover, the rolling horizon approach shows inferior performance than actuated signal control methods in the base case which is not surprising since actuated control could be more responsive than the 5 second rolling horizon control. In order to investigate in-depth the performance of the optimization control algorithm applied in different and higher traffic demands, another 10,000 NETSIM samples were simulated based on assumed increased traffic volumes as depicted previously and the "Best" actuated signal timing plans was chosen as the benchmark for comparison use. For the advanced traffic case, the overall system delay shows that the optimization control algorithm performs much better than actuated signal control (16.05%). Especially, for most of the links they also show significant improvement compared to actuated control method. These above simulation results show the implications that actuated signal control runs well in light traffic situations, while the proposed optimization control and rolling horizon control perform well when traffic flows are increasing to moderate or heavy level. Much more detailed field evaluations are required before complete conclusions are derived on the algorithm and its rolling-horizon implementation.

Though some recoding to speed up the algorithm is possible, we find that computational performance is good. The above problem of 36 steps (3 minutes) can currently be solved in about a minute on a Pentium processor, and the solutions are even faster under rolling horizon solution due to better starting solution. Distributed processing for the solutions can make it even faster. On the other hand, the reason why this simulation only utilized 36 time steps (i.e., 3 minutes) to evaluate the performance of the control algorithm can be stated as follows:

16
(1) First, when the real-time control case (e.g., incorporate the rolling horizon technique into the algorithm) is implemented, there won't need too many time steps' arrival data for every optimization computation. In real time, we may even need only one time step's data for the model and thus the computation time will reduce a lot more.

(2) Second, there exists some difficulties of manipulating too many time steps' arrival data in this optimization model (i.e., network simplex programming model) by hand. Even take a very simple network case with around 20 time steps as an example, the problem will be such a many orders of magnitude large one and its number of constraints for the optimization network simplex algorithm may exceed ten thousands or even more. Not to mention a 10-node network with 36 time steps simulation period case as proposed in our this research.

5. CONCLUSIONS AND FUTURE RESEARCH

This research presents a systematic approach to network traffic signal control problem. The approach involves formulation and solution of a linear optimization problem for multiple intersections in a network, connected by explicit constraints capturing traffic movement on the links connecting the intersections. The proposed model formulation is distinct from other models in that the traffic arrival platoon is explicitly incorporated into the network signal control model. The platoon dispersion constraints directly translate to links of a time-expanded network, and thus the problem has the form of a linear multi-commodity network flow problem. Even though, the fixed nodal split for the platoon constraints render it a non-standard problem, we develop efficient special-purpose version of network simplex to solve the problem, in conjunction with a branch and bound scheme for the integer signal constraints. The results from microscopic simulation studies in a real world network are very promising.

Several operational aspects of the algorithm and its potential application remain to be studied. One option of particular interest is a hierarchical operation where the algorithm provides strategic control for an extended traffic network with an updating period of several seconds and complemented by an inferior, short-term reacting, possibly decentralized direct-control layer, and a superior adaptation layer that provides updated demand forecastings, estimation, and detection information (Papageorgiou, 1984; Stephanedes and Chiang, 1993). Another possibility (and perhaps necessity) is to use the algorithm for smaller subnetworks based on real-time computational concerns, and to coordinate multiple subnetworks using a supervisory program.

Some aspects related to this research can be considered to be studied in the future. They include the following issues:

1. Integration of the available demand-forecasting algorithms and the presented signal control modelling framework so as to enable a real-time use of the overall methodology.

2. Comparison of observation of flows to observation of queues based on stochastic simulation. The stochastic feedback and filtering schemes for detected data can be incorporated in the overall methodology.
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3. Study of optimization benefits and computational trade-offs in alternate rolling horizon implementations via sensitivity analyses.
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